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Background: Empathetic Dialogue Generation
This task is to generate an empathetic reasponse by 
understanding the interlocutor’s emotional situation for a 
given dialogue context

Motivation
We focus on exploring whether zero-shot CoT unlocks the 
empathetic reasoning capability of LLMs in terms of the 
social dialogue domain

Experimental Setup

Dataset
• We use a test set of the EmpatheticDialogues dataset
• We use a subset of 1.5k dialogues sampled from the total test set 

of 2.5k

Result: Effect of Prompt Template

Zero-shot Chain-of-Thought

The Zero-shot Chain of Thought consists of two-stage 
prompting: (1) Reasoning Extraction and (2) Answer 
Extraction
Stage 1: Reasoning Extraction
• This stage focuses on generating rationale throught a

question-answer approach, feeding the LLM with an 
input prompt and a trigger sentence

• The phrase “Let’s think step by step.” is commonly used
as a trigger sentence

Stage 2: Answer Extraction
• This stage aims to generate an empathetic response 

from the LLM, given the input prompt, rationale, and 
another trigger sentence, “Therefore, the response is”

Evaluation Metrics
• For Diversity

• Dist-n: the ratio of unique n-grams
• For Empathy

• Epitome: IP (Interpretation), EX (Exploration), ER (Emotional 
Reactions)

• Diff-Epitome: the difference scores of IP, EX, ER between the 
human golden response and the predicted response

• EmoAcc: an emotion accuracy
• IntentAcc: the response intent accuracy

Result: Zero-shot CoT vs. Zero-shot ICL

• Zero-shot CoT generally fails to enhance zero-shot performance 
of LLMs across most evaluation metrics, particularly in Empathy

• Despite improving EX performance, Zero-shot CoT considerably 
reduces diff-EX performance, implying that rationale compels 
LLMs to generate responses regarding the emotional situation of 
the interlocutor excessively.

• Generally, prompts related to perspective-taking show improved 
performance across most metrics

• Notably, a prompt providing explicit information about speaker and 
interlocutor names, such as “Let’s put [S] in [I]’s shoes.”, surpass 
Zero-shot CoT significantly by approximately 21% in EmoAcc and 
about 7% in IntentAcc

• This perspective-taking prompt also performs better than Zero-shot 
ICL. These findings suggest that understanding an interlocutor’s 
perspective is crucial to both LLMs and humans in empathetic 
reasoning.

Result: Case Study

An AI assistant to be social and interactive, it should 
possess social reasoning capabilities, including empathy 
and understanding of the interlocutor’s perspective

The perspective-taking is the act of perceiving and 
understanding another person’s situation by putting 
ourselves in the other’s shoes
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